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Abstract 

Cooperation between artificial intelligence (AI) and humans is one of the most debated issues 

in theory and practice. Previous studies have indicated algorithm aversion, in which 

individuals are more uncooperative when they are up against an AI. However, most previous 

studies have examined only trust in AIs ("first-order trust"), and there is little research on 

trust in individuals who use AIs ("second-order trust.") We set up the following question: 

Will algorithm aversion spill over to trust in leaders who use algorithms in an unstable 

environment, such as the COVID-19 pandemic? We conducted a pre-registered survey 

experiment to verify our research question using MTurk (N=1011). We manipulated the 

attributes of the advisor (human or IA) and the business environment (the pandemic or stable 

environment) and measured the degree to which participants in the subordinate role trust their 

business leader in cognitive and affective terms. 
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The results revealed the following findings: 1) There is a spillover effect of algorithm 

aversion, mainly for affective trust. 2) The spillover effect of algorithm aversion is more 

robust under pandemic conditions. 3) Comparing the marginal effects of the business 

environment, especially in the human advisor condition, affect-based trust in the leader 

increased when the environment was unstable. However, in the IA advisor condition, there 

was no such effect. Our study sheds light on new insights on not only AI's social acceptance 

and trust in leadership research but also organizational and state policies regarding the use of 

technology. 
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1 Introduction 

Cooperation between artificial intelligence (AI) and humans is one of the most debated issues 

in theory and practice. For example, many studies have been conducted on how society can 

accept AI (Awad et al. 2018, Bonnefon et al. 2016, Köbis et al. 2021, Koster et al. 2022, 

Rahwan et al. 2019). During the coronavirus disease 2019 (COVID-19) pandemic, infection 

prevention using technology has been explored worldwide. In business management, how 

business organizations embrace AI is also being discussed in the context of the growing use 

of AI to provide management support (Acemoglu and Restrepo 2020, Autor 2015, Autor and 

Dorn 2013, Frey and Osborne 2017, Goldfarb and Tucker 2019, Keding 2021). However, 

previous studies have indicated algorithm aversion (Burton et al. 2020, Castelo et al. 2019, 

Commerford et al. 2022, Chugunova and Sele 2022, Dietvorst et al. 2015, 2018, Filiz et al. 

2021, Jussupow et al. 2020, Gillath et al. 2021, Logg et al. 2019, March 2021, Niszczota and 

Kaszás 2020, Ishowo-Oloko et al. 2019, Prahl and Van Swol 2017). For example, Castelo et 

al. (2019) showed that people dislike the subjective tasks performed by AI. Further, Ishowo-

Oloko et al.(2019) show that in the prisoner's dilemma, individuals are more uncooperative 

when they know they are up against an AI than when they are pitted against a person. Thus, 

assuming algorithm aversion, the key to implementing technology is how individuals and 

technology cooperate in communities and organizations. 

Many studies have indicated that trust is key to increasing organizational cooperation 

and firm value (Brower et al. 2000a, Caldwell et al. 2008, 2010, Galford and Drapeau 2002, 

Guiso et al. 2015). For example, Guiso et al. (2015) suggested that firms whose employees 

believe that "management is trustworthy" perform better. In addition, Galford and Drapeau 

(2002) indicate that "trusted leadership" creates organizations bound by strong, deep 

connections between peers across levels and functions, which may be the only recipe for 
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sustainable success. In particular, previous studies have pointed out that during pandemics, 

trust in organizations and society would be essential to strengthen the bonds among people 

(Habersaat et al. 2020). Therefore, enhancing trust between employees and AI within 

organizations is critical, as many technologies are being utilized. In this regard, previous 

studies have reported that individuals are more rational toward AI because of algorithm 

aversion and that trust in AI is lower than trust in individuals (Braganza et al. 2021, Burton et 

al. 2020, Chugunova and Sele 2022, Cominelli et al. 2021, Glikson and Woolley 2020, 

Henschel et al. 2020, Jussupow et al. 2020, March 2021, Mays et al. 2021, Okamura and 

Yamada 2020, Schniter et al. 2020, Waytz et al. 2014, Wien and Peluso 2021). 

However, most previous studies have examined only trust in AIs, and there is little 

research on trust in "individuals who use AIs." Nonetheless, in reality, specialized rather than 

general-purpose AIs are used. Thus, it is necessary to distinguish between trust in AIs ("first-

order trust") and trust in individuals who use Ais ("second-order trust") and, in particular, to 

clarify the factors affecting the latter. Notwithstanding, only a few studies have addressed this 

issue. Without clarifying this point, leaders may hesitate to use AI, even though they want to 

use it. The reason is that it is unclear how distrust of AI affects the trust of those who use it. 

Trust research on AI users is required to avoid such a phenomenon, particularly during the 

COVID-19 pandemic. Furthermore, it is necessary to distinguish whether algorithm aversion 

is caused by emotional or rational factors (McAllister 1995). This is because coping methods 

differ depending on the cause. Notably, previous studies did not address this issue. 

We set up the following research question: Will algorithm aversion spill over to trust 

in leaders who use algorithms in an unstable environment, such as the COVID-19 pandemic?  

We conducted a pre-registered survey experiment to verify our research question using 

MTurk (N=1011). In the experiment, a firm's management leader uses advice from a human 

or an Intelligent Agent (IA) advisor when making decisions regarding business strategy. We 
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manipulated the attributes of the advisor (human or IA) and the business environment (the 

COVID-19 pandemic or stable environment). We then measured the degree to which 

participants in the subordinate role trust their business leader in cognitive and affective terms. 

The results of the survey experiment revealed the following three findings. (1) There 

is a spillover effect of algorithm aversion, mainly for affective trust. For instance, emotional 

trust in leaders who use algorithmic advice is lower than that of trust in leaders who use 

human advice. (2) There was an interaction between advisor attributes and environmental 

factors concerning affect-based trust. Specifically, the spillover effect of algorithm aversion 

is more robust under pandemic conditions. (3) Comparing the marginal effects of the business 

environment, especially in the human advisor condition, affect-based trust in the leader 

increased when the environment was unstable. However, in the IA advisor condition, there 

was no such effect. 

Our study makes the following three contributions. First, it contributes to the literature 

on AI's social acceptance, trust, and cooperation. Previous studies dealt with direct first-order 

trust and collaboration with AI. Nevertheless, secondary trust in individuals who use AI is 

vital in practice. This study focuses on second-order trust and shows that algorithm aversion 

spills over strongly under pandemic conditions. In particular, we identify that not cognitive-

based but affect-based trust spills over significantly. Thus, this study has substantial 

implications for AI social acceptance research. 

Second, it contributes to the research on trust in leaders. For example, in the leader–

member exchange model (LMX), one of the most popular leadership models, trust has two 

components: leaders' trust in subordinates (LTS) and subordinates' trust in leaders (STL) 

(Brower et al. 2000b). Research on STL has typified managers' actions to build trust 

(Whitener et al. 1998). Concerning STL, our study complements the possibility that the use 

of technology may adversely undermine affect-based trust in leaders. Our results add new 
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insights into the importance of second-order trust between leaders and subordinates in LMX 

and other studies of trust in leadership (Caldwell et al. 2008, 2010, Hermalin 1997, Mayer et 

al. 1995). 

Third, it contributes to the technological strategy of an organization or nation in 

practice. This study suggests that when state and organizational leaders use AI, algorithmic 

aversion toward AI by the public and subordinates may undermine the trust of the public and 

subordinates. In particular, unlike a previous study (Li and Liu 2022), which found that 

negative sentiments toward AI decrease during a pandemic, our experimental results warn 

against easy AI use during a pandemic. Furthermore, our results indicate that affect-based 

trust decreases but not cognitive trust. Therefore, measures to improve affect-based trust 

(McAllister 1995, Podsakoff et al. 2000) are needed to address this issue. Most existing 

research focuses on the transparency and accountability of AI to improve trust in AI, but this 

policy appeals to cognitive trust and may not be an essential measure. A decline in citizens' 

emotional trust in governments adopting technological strategies may also affect their level of 

support for the government. Thus, this study has implications for organizational and state 

policies regarding the use of technology. 

2 Experiment 

2-1 Task 

The task of the experiment is for participants in the subordinate role to read a scenario 

and respond to the extent of cognitive and affective trust (McAllister 1995) in their 

supervisor. The scenario is as follows (see the supplement file S1 for details): A company 

supervisor is faced with a managerial decision in a certain environment. He decides on a 

management strategy based on the advice of his advisor. In this scenario, participants played 

subordinates and were present at the meeting with the supervisor and adviser. After reading 
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the scenario, participants rate their cognitive-based and affect-based trust in the supervisor 

and the adviser and respond to the supervisor's decision. After completing the responses, they 

answer the operation check questions and the  post-demographic questionnaire. 

2-2 Experimental design 

We examined a 2 * 2 between-participants design. In particular, we manipulated the 

business environment (pandemic or stable) and the attributes of the adviser (an IA (intelligent 

agent) or a human). Participants were randomly assigned to one of the following four 

conditions: (1) IA/pandemic condition, in which the adviser is an IA and the business 

environment is the COVID-19 pandemic, (2) IA/stable condition, in which the adviser is an 

IA and the business environment is stable, (3) Human/pandemic condition, in which the 

adviser is a human and the business environment is the COVID-19 pandemic, (4) 

Human/stable condition, in which the adviser is a human and the business environment is 

stable. 

The dependent variable was participants’ trust in their superiors measured by 

McAllister’s (1995) cognition-based and affect-based trust scales. Independent variables were 

the dummy variables of the advisor (IA/human) and environment (stable/unstable) and other 

control variables such as the trust scale in advisors, the degree of agreement with the 

proposal, the degree of subjectivity of management strategy formulation task, the general 

trust scale, gender, covid scale, and age. 

2-3 Experimental procedures 

After approval by the Doshisha University Institutional Review Board (IRB), we pre-

registered for the experiment in as predicted (https://aspredicted.org/, Pre-registered 

#85900). We used Mechanical Turk and recruited 1400 participants (350 participants per 

condition). We did a power analysis beforehand by G*power 3.1(Faul et al. 2009) and 



 
6 

calculated this sample size using the failure rates (typically 30 % of the sample) of the 

manipulation checks in the preliminary experiments conducted beforehand.  

We conducted the online experiment in February 2022. All conditions were 

programmed on o-Tree software (Chen et al. 2016), and recruited participants from the 

Mechanical Turk platform for a compensation of 2 dollars. We set the following conditions 

for participation in the experiment: 1) the participants had to be U.S. residents, 2) they had 

completed at least 100 Human Intelligence Tasks (HITs, MTurk's task unit), 3) their HIT 

approval rate had to be at least 95%, and 4) they had to be current, full-time worker. 

Participants provided basic demographic information (e.g., age, gender, income) in all 

conditions. We excluded the participants who failed the attention and manipulation checks 

(typically 27% of the sample) from subsequent analyses. Our final sample size for analyzed 

data was 1011 (IA/pandemic: 242, IA/stable: 250, Human/pandemic: 243, Human/stable: 

276). 

3 Results 

3-1 Main results: The result of the spillover effect 

Firstly, we examine the interaction effect of the business environment and the 

attributes of the adviser using the ANCOVA in which dependent variables are subordinates' 

cognition-based and affect-based trust in their superiors measured by McAllister’s (1995) 

trust scales. Independent variables are treatment dummy variables ((1) whether the adviser is 

an IA or a human, and (2) whether the business environment is stable or unstable), and a 

covariate is the degree of agreement with the supervisor’s proposal. Table 1 shows the result 

of the interaction effect on cognitive-based and affect-based trust. 

 

(Insert table 1 about here) 
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Panel A of Table 1 shows that there was no significant interaction effect between the 

business environment and the attributes of the adviser (BED×IAD) in the cognitive-based 

trust (F (1) = 0.12, p = 0.725, η^2 = 0.0001). Panel B of Table 1 shows, on the other hand, 

that there was statistically the interaction effect of the business environment and the attributes 

of the adviser (BED×IAD) in the affect-based trust at a 10 percent level (F (1) = 3.22, p = 

0.072, η^2 = 0.003). Panel B also presents that the IAD (IA dummy variable) is positive at a 5 

percent level (F (1) = 4.02, p = 0.045,  η^2 = 0.003). Our results indicate a spillover effect of 

IA usage on affect-based trust, and the effect is stronger during the pandemic. 

 

3-2 The result of the regression analyses: Marginal effect of the attributes of the adviser and 

business environment  

  To check the marginal effect of the attributes of the adviser and business environment 

on trust, we performed several regression analyses in which dependent variables are 

subordinates' cognition-based and affect-based trust in their superiors measured by 

McAllister’s (1995) trust scales. We assume the following basic relation: 

 

Trust scale (cognitive-based/affect-based) = F [IAD; BED; IAD × BED; X_i], 

 

where trust scale represents the subordinates' cognition-based and affect-based trust in their 

superiors, IAD is a dummy variable that takes 0 if the experiment is under the “human 

condition” and 1 if under the “IA condition,” and BED is a dummy variable that takes 0 if the 

experiment is under the “stable condition” and 1 if under the “pandemic condition.” 

According to our hypotheses, the advisor's attributes, according to the business environment, 

influence the cognitive and emotional trust in the superior. We control for several factors 
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(X_i), including the cognition-based and affect-based trust in the advisor (ADtrust_c, 

ADtrust_a), the degree of agreement with the supervisor’s proposal (Agree), and the degree 

of subjectivity of the management strategy formulation task (Strategy). We also control for 

other individual characteristics identified in the literature, including gender (GEN, dummy for 

women),  the general trust scale (Yamagishi 1986) (Generaltrust), levels of acceptance of 

technology (Tech), age (Age), years of work experience (Year), and the change of financial 

situation as a result of the COVID-19 crisis (Covid). Table 2 contains our regression results. 

The descriptive statistics, Pearson correlations of our experimental data, and the definition of 

variables are summarized in the supplement file. 

 

(Insert Table 2 about here.) 

 

Panel B of Table 2 shows the regressions of affect-based trust, and model 5 shows 

that the coefficient of interaction term IAD×BED was significant at p < 0.10, showing the 

same result as the ANCOVA of affect-based trust. 

Next, we measure the marginal effect of the business environment or attributes of the 

advisor on affect-based trust by using model 5, in which there is a significance in the 

coefficient of interaction term. Figure 1 shows the results. (For comparison, we also show the 

marginal effect on cognitive-based trust assuming the same structure, model 4 in Panel A of 

Table 2.) 

 

(Insert Figure 1 about here.) 

 

Panel B of Figure 1 shows that, regarding the marginal effects on affect-based trust, in 

the human condition, affect-based trust in the supervisor increases when the business 



 
9 

environment becomes unstable (ME = 0.171). In contrast, no such effect is found in the IA 

condition (ME = - 0.049). 

 

4 Discussion and conclusion 

We set up the following research question: Will algorithm aversion spill over to trust 

in leaders who use algorithms under an unstable environment such as the COVID pandemic?  

We conducted a pre-registered survey experiment using MTurk (N=1011) to verify our 

research question. We then measure the degree to which participants in the subordinate role 

trust their business leader in cognitive and affective terms. 

The results of the survey experiment revealed the following three findings: (1) There 

is a spillover effect of algorithm aversion, mainly for affect-based trust. That is, affect-based 

trust in leaders who use algorithmic advice is smaller than in leaders who use human advice. 

(2) Furthermore, there is an interaction effect between advisor attributes and environmental 

factors concerning emotional trust. In other words, the spillover effect of the algorithm 

aversion is more substantial under pandemic conditions. (3) Comparing the marginal effects 

of the business environment, especially in the human condition, affect-based trust in the 

leader increases when the environment is unstable. In the IA condition, however, there is no 

such effect. 

In particular, the reasons why using human advice increases affect-based trust in 

leaders when environmental uncertainty is high are as follows. According to the path-goal 

theory (House 1971), when environmental uncertainty and task uncertainty are high, the 

leader’s "structure building" reduces uncertainty and increases subordinates' motivation. 

Thus, when environmental uncertainty is high, structure building by a leader or a human 

advisor positively affects subordinates' trust in their leaders as a pathway to explicit behavior 
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without being perceived as an unnecessary "imposition." This suggests that in pandemic 

situations, leaders who rely on algorithms may conversely undermine the trust of their 

subordinates and the public. 

There are two issues to be addressed in the future. The first is how to avoid spillover. 

In this study, we find that algorithmic aversion may spill over, especially in pandemic 

conditions. On the other hand, examining how to avoid aversion based on affect-based trust is 

necessary, which is an issue to be addressed in the future. The second is about trust consisting 

of other definitions. For example, some prior studies have defined trust as competence and 

integrity. Understanding the relationship between our cognitive/affect-based trust and these 

factors is a future task. 
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Figure 1. Marginal effect of business environment and attributes of the advisor on trust 

 

Note: This figure shows the marginal effect of the business environment and attributes of the advisor 

on trust. Panel A shows the marginal effect of the business environment on cognitive-based trust, 

panel B, the marginal effect of the business environment on affect-based trust, panel C, the marginal 

effect of attributes of the advisor on cognitive-based trust, panel D, the marginal effect of attributes of 

the advisor on affect-based trust, respectively. Bars in each figure show 95% CI. 
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Table 1 The result of the ANCOVA (Type III tests) 

Panel A. The result of the ANCOVA of the cognitive-based trust 

Source of Variation  SS  df  F-statistic  p-value  

(intercept)  96.57  1  198.757  0.000 *** 

IAD  0.18  1  0.377  0.538  

BED  0.43  1  0.876  0.349  

Agree  359.94  1  740.820  0.000 *** 

IAD:BED  0.06  1  0.123  0.725  

Residuals  488.79  1006      

Panel B. The result of ANCOVA of the affect-based trust  

Source of Variation  SS  df  F-statistic  p-value  

(intercept)  63.04  1  66.539  0.000 *** 

IAD  3.81  1  4.024  0.045 ** 

BED  0.72  1  0.759  0.383  

Agree  312.94  1  330.281  0.000 *** 

IAD:BED  3.06  1  3.225  0.072 * 

Residuals  953.17  1006      

Note. This table shows the result of ANCOVA (Type III tests) of the cognitive trust (Panel A) and the 

affect trust (Panel B), respectively. Dependent variables are subordinates' cognition-based and affect-

based trust in their superiors measured by McAllister’s (1995) trust scales. Independent variables are 

treatment dummy variables (1) IAD (IA dummy): whether the adviser is an IA (IAD = 1) or a human 

(IAD = 0), and (2) BED (Business environment dummy): whether the business environment is 

pandemic (BED = 1) or stable (BED = 0)), and a covariate is the degree of agreement with the 

supervisor’s proposal (Agree). Significance levels:  *** means p < 0.01, **, p < 0.05, *, p < 0.10, 

respectively. 
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Table 2 The results of the regression analyses 

Panel A The results of the regression analyses of cognitive-based trust 
 model1 model2 model3 model4 model5 model6 model7 model8 
(Intercept) 5.593*** 5.609*** 5.443*** 5.567*** 5.609*** 5.482*** 5.705*** 5.482*** 
 (0.049) (0.055) (0.043) (0.042) (0.055) (0.039) (0.060) (0.046) 
IAD −0.059 −0.092 0.238*** 0.038 −0.092 0.190*** −0.133* 0.176*** 
 (0.058) (0.080) (0.062) (0.061) (0.080) (0.057) (0.074) (0.057) 
BED −0.030 −0.064 −0.004 −0.057 −0.067 −0.025 −0.096 −0.026 
 (0.058) (0.081) (0.062) (0.061) (0.081) (0.056) (0.075) (0.057) 
IAD × BED   0.069 −0.028 −0.031 0.073 −0.051 0.063 −0.059 
  (0.116) (0.088) (0.088) (0.116) (0.081) (0.108) (0.081) 
ADtrust_c   0.570***   0.346***  0.333*** 
   (0.021)   (0.025)  (0.025) 
Agree    0.642***  0.401***  0.383*** 
    (0.024)  (0.028)  (0.029) 
Strategy     0.015 0.006  0.005 
     (0.017) (0.012)  (0.013) 
Tech       0.361*** 0.070*** 
       (0.029) (0.024) 
Generaltrust       −0.020 −0.024 
       (0.025) (0.019) 
Age       0.002 0.002 
       (0.004) (0.003) 
Year       0.007 0.000 
       (0.005) (0.004) 
GEN       −0.106** 0.014 
       (0.053) (0.040) 
Covid       −0.009 −0.006 
       (0.017) (0.013) 
Num.Obs. 1011 1011 1011 1011 1011 1011 1011 1011 
R2 0.001 0.002 0.418 0.425 0.002 0.519 0.151 0.524 
R2 Adj. −0.001 −0.001 0.415 0.423 −0.002 0.516 0.143 0.518 
RMSE 0.92 0.92 0.70 0.70 0.92 0.64 0.85 0.63 

 
Panel B The results of the regression analyses of affect-based trust 

 model1 model2 model3 model4 model5 model6 model7 model8 model9 
(Intercept) 5.013*** 4.984*** 4.769*** 4.779*** 4.945*** 4.989*** 4.785*** 5.089*** 4.779*** 
 (0.059) (0.067) (0.055) (0.044) (0.059) (0.066) (0.043) (0.070) (0.051) 
IAD −0.011 0.050 0.502*** 0.462*** 0.171** 0.054 0.459*** −0.028 0.430*** 
 (0.071) (0.098) (0.080) (0.064) (0.085) (0.096) (0.064) (0.088) (0.065) 
BED 0.007 0.069 0.009 0.061 0.075 0.040 0.055 −0.047 0.042 
 (0.071) (0.099) (0.079) (0.063) (0.086) (0.097) (0.063) (0.089) (0.063) 
IAD × BED   −0.127 −0.028 −0.092 −0.220* −0.097 −0.100 −0.051 −0.103 
  (0.141) (0.113) (0.090) (0.123) (0.139) (0.090) (0.127) (0.090) 
ADtrust_a   0.396*** 0.311***   0.297***  0.286*** 
   (0.017) (0.014)   (0.015)  (0.016) 
Trust_cogn    0.611***   0.556***  0.539*** 
    (0.025)   (0.032)  (0.032) 
Agree     0.598***  0.092**  0.064+ 
     (0.033)  (0.032)  (0.033) 
Strategy      0.130*** 0.026+  0.018 
      (0.020) (0.014)  (0.014) 
Tech        0.457*** 0.109*** 
        (0.034) (0.027) 
Generaltrust        0.057+ 0.017 
        (0.030) (0.021) 
Age        0.009+ −0.004 
        (0.005) (0.004) 
Year        −0.011** 0.004 
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        (0.005) (0.004) 
GEN        −0.052 0.050 
        (0.062) (0.044) 
Covid        −0.002 −0.014 
        (0.020) (0.014) 
Num.Obs. 1011 1011 1011 1011 1011 1011 1011 1011 1011 
R2 0.000 0.001 0.362 0.596 0.248 0.041 0.600 0.211 0.609 
R2 Adj. −0.002 −0.002 0.360 0.594 0.245 0.038 0.598 0.204 0.604 
RMSE 1.12 1.12 0.89 0.71 0.97 1.10 0.71 0.99 0.70 

 
Note: Regression model for the dependent variable: subordinates' cognition-based and affect-based 

trust in their superiors measured by McAllister’s (1995) trust scales. Independent variables are 

treatment dummy variables (1) IAD (IA dummy): whether the adviser is an IA (IAD = 1) or a human 

(IAD = 0), and (2) BED (Business environment dummy): whether the business environment is 

pandemic (BED = 1) or stable (BED = 0)). We also control for several factors, including the 

cognition-based and affect-based trust in the advisor (ADtrust_c, ADtrust_a), cognition-based trust in 

the supervisor (Trust_cogn), the degree of agreement with the supervisor’s proposal (Agree), and the 

degree of subjectivity of the management strategy formulation task (Strategy). We also control for 

other individual characteristics identified in the literature, including gender (GEN, dummy for 

women),  the general trust scale (Yamagishi 1986) (Generaltrust), levels of acceptance of technology 

(Tech), age (Age), years of work experience (Year), and the change of financial situation as a result of 

the COVID-19 crisis (Covid). Significance levels:  *** means p < 0.01, **, p < 0.05, *, p < 0.10, 

respectively. 
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S1 Instruction 
The following are the instructions, scenarios, and questions that were presented to the 
participants in our experiments. Participants are randomly assigned to only one of the 
following four conditions and read only one scenario. The different parts of each scenario are 
underlined and italicized according to the conditions of the experiment. Footnotes are also 
underlined and italicized. 
 
 
***<First page>*** 
 
Thank you for agreeing to participate in this task. 
Please enter your MTurk worker ID into the text box.  
 
Before we begin, do you swear upon your honor to answer the following questions truthfully? 
(You will be allowed to continue with this survey regardless of your answer to this question) 
 
Yes, No 
 
 
***<Second page>*** 
 
In today’s task, you will be playing the role of an employee at a firm. You will read the 
following scenario and answer some questions about it. 
 
Senario 
[for the IA-Pandemic condition]  
You are working in an electronics company’s production department. On the day of the 
meeting, you, your supervisor Alex (the head of the production department), and the FP&A 
(Financial Planner & Analysis) controller responsible for the company's management 
accounting were present. At the regular meeting, the company's plans for the next fiscal year 
were discussed based on the results of the current one.  

In recent years, the business environment has become increasingly unstable and 
uncertain. Several problems, such as disruptions in the supply chain due to the COVID-19 
pandemic and changes in consumer demand, have caused instability in the business 
environment in recent years. The production department's performance score in the current 
fiscal year shows that costs overrun the standard. The department must improve operations in 
the next fiscal year to achieve the mid-term management plan, expected to be complete in 
two years. One of the performance indicators is cost control, and your compensation is linked 
to the actual achievement of targets for each fiscal year. 
There is Brilliant Operations Build (B.O.B.) at the meeting, a competent computerized FP&A 
controller (IA, Intelligent Agent) that helps our team achieve performance goals based on 
high-quality historical data. It has several years of historical data on all variables with a 
complete dataset. B.O.B. uses sophisticated machine-learning algorithms to collect 
information and make recommendations. 
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B.O.B. suggested that the company revise its product strategy and then introduce new 
products that can be manufactured without relying on an overseas base. Your supervisor 
Alex, the head of the production department, said that he would further consider the proposal 
in his office, and the meeting was adjourned for the day. 

After consideration, the following day, Alex instructed you to revise the plan 
immediately, as B.O.B. suggested. 
 
 
[for the IA-stable condition]  
You are working in an electronics company’s production department. On the day of the 
meeting, you, your supervisor Alex (the head of the production department), and the FP&A 
(Financial Planner & Analysis) controller responsible for the company's management 
accounting were present. At the regular meeting, the company's plans for the next fiscal year 
were discussed based on the results of the current one.  

In recent years, the business environment has become relatively stable. The 
production department's performance score in the current fiscal year shows that costs overrun 
the standard. The department must improve operations in the next fiscal year to achieve the 
mid-term management plan, expected to complete in two years. One of the performance 
indicators is cost control, and your compensation is linked to the actual achievement of 
targets for each fiscal year. 
There is Brilliant Operations Build (B.O.B.) at the meeting, a competent computerized FP&A 
controller (IA, Intelligent Agent) that helps our team achieve performance goals based on 
high-quality historical data. It has several years of historical data on all variables with a 
complete dataset. B.O.B. uses sophisticated machine-learning algorithms to collect 
information and make recommendations. 
 

 
 

B.O.B. suggested that the company revise its product strategy and then introduce new 
products that can be manufactured without relying on an overseas base. Your supervisor 
Alex, the head of the production department, said that he would further consider the proposal 
in his office, and the meeting was adjourned for the day. 

After consideration, the following day, Alex instructed you to revise the plan 
immediately, as B.O.B. suggested. 
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[for the Human-Pandemic condition] 
You are working in an electronics company’s production department. On the day of the 
meeting, you, your supervisor Alex (the head of the production department), and the FP&A 
(Financial Planner & Analysis) controller responsible for the company's management 
accounting were present. At the regular meeting, the company's plans for the next fiscal year 
were discussed based on the results of the current one.  

In recent years, the business environment has become increasingly unstable and 
uncertain. Several problems, such as disruptions in the supply chain due to the COVID-19 
pandemic and changes in consumer demand, have caused instability in the business 
environment in recent years. The production department's performance score in the current 
fiscal year shows that costs overrun the standard. The department must improve operations in 
the next fiscal year to achieve the mid-term management plan, expected to be complete in 
two years. One of the performance indicators is cost control, and your compensation is linked 
to the actual achievement of targets for each fiscal year. 

Bob, a competent FP&A controller, was at the meeting. He helps our team achieve 
performance goals based on high-quality historical data. He has several years of historical 
data on all variables, with a complete dataset. 
 

 
 

Bob suggested that the company revise its product strategy and then introduce new 
products that can be manufactured without relying on an overseas base. Your supervisor 
Alex, the head of the production department, said that he would further consider the proposal 
in his office, and the meeting was adjourned for the day. 

After consideration, the following day, Alex instructed you to revise the plan 
immediately, as Bob suggested. 
 
 
[for the Human-stable condition] 
You are working in an electronics company’s production department. On the day of the 
meeting, you, your supervisor Alex (the head of the production department), and the FP&A 
(Financial Planner & Analysis) controller responsible for the company's management 
accounting were present. At the regular meeting, the company's plans for the next fiscal year 
were discussed based on the results of the current one.  

In recent years, the business environment has become relatively stable. The 
production department's performance score in the current fiscal year shows that costs overrun 
the standard. The department must improve operations in the next fiscal year to achieve the 
mid-term management plan, expected to complete in two years. One of the performance 
indicators is cost control, and your compensation is linked to the actual achievement of 
targets for each fiscal year. 

Bob, a competent FP&A controller, was at the meeting. He helps our team achieve 
performance goals based on high-quality historical data. He has several years of historical 
data on all variables, with a complete dataset. 
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Bob suggested that the company revise its product strategy and then introduce new products 
that can be manufactured without relying on an overseas base. Your supervisor Alex, the 
head of the production department, said that he would further consider the proposal in his 
office, and the meeting was adjourned for the day. 

After consideration, the following day, Alex instructed you to revise the plan 
immediately, as Bob suggested. 
 
 
***<Third page>*** 
 
Attention Check question 
Please answer the following attention check questions. If you don’t answer all of the 
questions below correctly, you cannot proceed. 
 
 (1) Which department did you belong to in the scenario? [check1] 
-Sales Department  
-Production Department  
-Don't know 
 
(2) What kind of proposal did the FP&A controller make in the scenario? [check2] 
-Revision of product strategy  
-Transfer of production bases overseas  
-Don't know 
 
***<Fourth page>*** 
 
Please answer the following questions about the scenario as the role of an employee. 
 
Question A (questions about your supervisor Alex) 
As a subordinate, what are your feelings about Alex (your supervisor)? Please indicate the 
extent of your agreement with each of the following statements on a 7-point scale (1: strongly 
disagree, 7: strongly agree). 
 
1 This person approaches his job with professionalism and dedication.  
2 Given this person's track record, I see no reason to doubt his competence and preparation 
for the job.  
3 I can rely on this person not to make my job more difficult by careless work.  
4 Most people, even those who aren't close friends of this individual, trust and respect him as 
a coworker.  
5 Other work associates of mine who must interact with this individual consider him to be 
trustworthy.  
6 We have a sharing relationship. We can both freely share our ideas, feelings, and hopes. 
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7 I can talk freely to this individual about difficulties I am having at work and know that he 
will want to listen.  
8 We would both feel a sense of loss if one of us was transferred and we could no longer 
work together.  
9 If I shared my problems with this person, I know he would respond constructively and 
caringly. 
10 I would have to say that we have both made considerable emotional investments in our 
working relationship. 
 
Footnote: Questions from 1 to 5: participants’ cognitive-based trust in their superiors 
measured by McAllister’s (1995) cognitive-based trust scales. Questions from 6 to 10: 
participants’ affect-based trust in their superiors measured by McAllister’s (1995) affect-
based trust scales.  
 
Question B (questions about the advisor) 
What are your feelings about Bob (B.O.B) as an advisor? Please indicate the extent of your 
agreement with each of the following statements on a 7-point scale (1: strongly disagree, 7: 
strongly agree). 
 
1 This person approaches his job with professionalism and dedication.  
2 Given this person's track record, I see no reason to doubt his competence and preparation 
for the job.  
3 I can rely on this person not to make my job more difficult by careless work.  
4 Most people, even those who aren't close friends of this individual, trust and respect him as 
a coworker.  
5 Other work associates of mine who must interact with this individual consider him to be 
trustworthy.  
6 We have a sharing relationship. We can both freely share our ideas, feelings, and hopes. 
7 I can talk freely to this individual about difficulties I am having at work and know that he 
will want to listen.  
8 We would both feel a sense of loss if one of us was transferred and we could no longer 
work together.  
9 If I shared my problems with this person, I know he would respond constructively and 
caringly. 
10 I would have to say that we have both made considerable emotional investments in our 
working relationship. 
 
Footnote: Questions from 1 to 5: participants’ cognitive-based trust in the advisor measured 
by McAllister’s (1995) cognitive-based trust scales. Questions from 6 to 10: participants’ 
affect-based trust in the advisor measured by McAllister’s (1995) affect-based trust scales.  
 
 
Question C (questions about the plan)  
What are your feelings about the plan proposed by the advisor and adopted by your 
supervisor?  
Please indicate the extent of your agreement with each of the following statements on a 7-
point scale (1 = strongly disagree, 7 = strongly agree). 
 
1 I think that the contents proposed by the advisor are most suitable for our company. 
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2 Considering the current environment, I think the contents proposed by the advisor are 
optimal. 
3 I think the contents of the proposal are consistent with my ideas. 
4 I think it is the most suitable content because there is a high possibility of success. 
5 I think it is the best proposal because it will increase my compensation. 
6 I think the contents proposed by the advisor are the best overall. 
 
Footnote: Questions from 1 to 6: participants’ perception of the degree of agreement with the 
proposal.  
 
Question D (questions about formulating business strategies) 
Do you feel that formulating a business strategy is a subjective or objective task based on the 
unstable/stable business environment of the scenario? Please rate the task in which your 
supervisor Alex formulated business strategies on how subjective it seemed based on the 
unstable/stable business environment of the scenario, using scales from 1 (completely 
objective) to 7 (completely subjective). 
 
Footnote: This question measures participants’ perception of the degree of subjectivity of 
management strategy formulation tasks by the supervisor. 
 
 
 
***<Fifth page>*** 
Exit Survey 
 
1 Attention check question  
Please answer the following attention check questions. 
(1) How is the business environment in this scenario? 
-Relatively Stable  
-Increasingly unstable and uncertain 
-Don't know 
 
(2) In this scenario, is Bob (B.O.B.) a human or computer algorithm? 
-Human  
-Computer Algorithm  
-Don't know  
 
 
2 Questions about your preferences and beliefs in your life outside of this study 
For the next set of questions please think about your preferences and beliefs in your life 
outside of this study. 
What are your feelings about the following questions? Please indicate the extent of your 
agreement with each of the following statements on a 7-point scale (1 = strongly disagree, 7 = 
strongly agree). 
 
1 I am comfortable with technology. 
2 The rising use of artificial intelligence in the workplace is a good thing.  
3 Computer algorithms are less biased than people are. 
4 Computer algorithms can behave exactly like humans. 
5 I feel comfortable letting computer algorithms make important decisions in society. 



 
26 

6 It is easy for me to imagine how artificial intelligence can improve society today. 
7. Most people tell a lie when they can benefit by doing so. 
8. Those devoted to unselfish causes are often exploited by others. 
9. Some people do not cooperate because they pursue only their short-term self-interest. 
Thus, things that can be done well if people cooperate often fail because of these people. 
10. Most people are honest.  
11. There will be more people who will not work if the social security system is developed 
further. 
 
Footnote: Questions from 1 to 6: participants’ perception of the levels of acceptance of 
technology (Bol et al. 2021), Questions from 7 to 11: the general trust scale (Yamagishi 
1986). 
 
 
3 Questions about the COVID-19 crisis 
Are you more or less worried about your financial situation than you were in January of 2020 
as a result of the COVID-19 crisis? Please indicate the extent of your changes in worry using 
scales from 1 (less worried) to 7 (more worried). 
 
Footnote: This question measures participants’ perception of their own change of financial 
situation as a result of the COVID-19 crisis. 
 
 
4 Questions about yourself 
Please answer the following question. 
 
1 What is your age? Please enter your year of birth into the text entry box. 
 
2 How many years of work experience do you have? 
 
3 What is your gender?  
 
4 How much is your annual income?  
 
5 What is your level of education? 
 
6 Please inform us know if any part of the scenario text or questions is difficult to understand. 
Furthermore, please give us your opinion about this survey. 
 
***<Sixth page>*** 
 
Exit-Screen 
This is the final page of the survey. Thank you very much for participating. 
 
[ATTENTION] Your passcode: ****** 
 
Please go back to the Mechanical Turk website and paste your passcode into the box. You 
will receive credit for taking our task. 
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S2. Manipulation checks and final sample size  
Table S2-1 reports the final sample size by condition for our analyses.  
 
 
Table S2-1 The final sample size by condition for our analyses 

Condition IA-
Pandemic 

IA- 
Stable 

Human-
Pandemic 

Human-
Stable Total 

Pre-registered sample size 350 350 350 350 1400 

(a) Exclusion for failure to oath 0 1 1 2 4 
sample size after the exclusion 
(a) 350 349 349 348 1396 

(b) Exclusion for failure to 
control question after the 
scenario 

8 9 11 3 31 

sample size after the exclusion 
(a) and (b) 342 340 338 345 1365 

(C) Exclusion for failure to 
operation check question  100 90 95 69 354 

final sample size 242 250 243 276 1011 
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S3. Summary statistics 
Table S3-1reports the descriptive statistics for each experimental condition. Figure S3-1 
shows the box plot of trust in the supervisor, trust in advisor, the degree of agreement with 
the proposal, and the degree of subjectivity of management strategy formulation tasks. 
 
 
Table S3-1. The descriptive statistics for each experimental condition 

Condition   
Cognitive 
trust in the 
manager 

Affect trust 
in the 

manager 

Cognitive 
trust in the 

adviser  

Affect trust 
in the adviser 

Agreement 
with the plan 

Subjectivity 
for the 

strategy 

IA-
Pandemic 

Mean 5.52 4.98 5.27 3.46 5.61 4.07 
Median 5.60 5.00 5.40 3.60 5.67 4.00 
S.D. 0.86 1.12 1.09 1.92 0.81 1.76 

        

IA-Stable 
Mean 5.52 5.03 5.20 3.56 5.46 4.07 
Median 5.60 5.20 5.40 3.60 5.67 4.00 
S.D. 0.96 1.19 1.22 2.09 1.10 1.81 

        

Human-
Pandemic 

Mean 5.54 5.05 5.68 4.85 5.65 4.32 

Median 5.80 5.20 5.80 5.00 5.83 5.00 
S.D. 0.95 1.12 0.94 1.31 0.85 1.64 

        

Human-
Stable  

Mean 5.61 4.98 5.78 4.70 5.66 4.10 

Median 5.80 5.00 5.80 4.80 5.83 4.00 
S.D. 0.90 1.07 0.88 1.38 0.93 1.73 

Note: Data analysis was conducted after reverse-scoring the appropriate items. Scores for 
each variable were calculated by averaging item scores. Cognitive-based trust in the 
supervisor: Cronbach’s alpha coefficients increased from .765 to .838 after eliminating item 
6. This item showed a low correlation with the other five items, and the results of exploratory 
factor analysis (maximum likelihood estimation with Promax rotation) without item 6 
revealed one factor with eigenvalues greater than 1.00. Therefore, we exclude this item from 
the analysis. Affect-based trust in the supervisor: Cronbach’s alpha coefficient of 5 items 
was .875. Cognitive-based trust in the advisor: Cronbach’s alpha coefficients increased 
from .675 to .777 after eliminating item 6. This item showed a low correlation with the other 
five items, and the results of exploratory factor analysis (maximum likelihood estimation 
with Promax rotation) without item 6 revealed one factor with eigenvalues greater than 1.00. 
Therefore, we exclude this item from the analysis. Affect-based trust in the advisor: 
Cronbach’s alpha coefficient of 5 items was .949. 
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Figure S3-1. The box plot of trust in the supervisor, trust in advisor, the degree of 
agreement with the proposal, and the degree of subjectivity of management strategy 
formulation tasks 
Panel A The box plot of the cognitive and affect-based trust in the supervisor 

 
 
Panel B The box plot of the cognitive and affect-based trust in the advisor 
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Panel C. The box plot of the degree of agreement with the proposal and the degree of 
subjectivity of management strategy formulation tasks 
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